
Updates

●HW1 grades will be released in the next couple days.

●For HW6 (the mini-project), you may work in pairs.

Large Language Models: Methods and Applications
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Strategies making a pre-trained LM do a task you care about:

● In-context learning

● Full model finetuning → parameter-efficient finetuning

● Multi-task finetuning → instruction finetuning → alignment training

“Finetuned Language Models are Zero-Shot Learners.” 2022. https://openreview.net/forum?id=gEZrGCozdqRa



Mentimeter



Why does in-context learning work?

● Instances of the task exist in the pre-training data.
○ Example: “TL;DR” is a well-used string on Reddit.

○ Example: Translation data on on the internet

● This means, the LLM already contains the knowledge it needs to do the task.
○ Few-shot examples simply “teach” the LLM the template of the task.

○ Additional instructions allow appropriate knowledge to be accessed.

● More on all this in the lecture on Interpretability.

“Language Models are Unsupervised Multitask Learners.” 
https://cdn.openai.com/better-language-models/language_models_are_unsupervised_multitask_learners.pdf 

https://cdn.openai.com/better-language-models/language_models_are_unsupervised_multitask_learners.pdf


Lessons

● In-context learning is NOT robust to:
○ The language of the prompt

○ The language of the few-shot exemplars

○ The ordering of few-shot exemplars

○ The labels of the few-shot exemplars



How can we improve 
performance of in-context 

learning methods?



Improving In-Context Learning

Additional Examplars

“Holistic Evaluation of Language Models.” Liang et al. 2022.



Improving In-Context Learning

Calibrate Before Use

“Calibrate Before Use: Improving Few-Shot Performance of Language Models.”  Zhao et al. 2021.

 
 



Improving In-Context Learning

Multi-Step Reasoning

Intuition: An LLM will be better able to perform tasks (especially reasoning-based ones) if it is made to break 
down the task into multiple small steps.

Examples of reasoning-based tasks:
● Arithmetic:

○ “Fernando brings in three dozen bagels to a breakfast with 16 attendees. If each attendees eats two bagels, how many are 
left over?”

● Commonsense reasoning:
○ “The man had a fear of illness, so he never visited friends who were a what? (a) sick person (b) hospital (C) elderly person 

(d) graveyard.”

“Chain-of-Thought Prompting Elicits Reasoning in Large Language Models.” NeurIPS 2022.



Improving In-Context Learning

Multi-Step Reasoning

Main idea: each of the exemplars in your few-shot prompt contains logic showing how to solve the task.

“Chain-of-Thought Prompting Elicits Reasoning in Large Language Models.” NeurIPS 2022.



Improving In-Context Learning

Multi-Step Reasoning with Chain-of-Thought Exemplars

Main idea: each of the exemplars in your few-shot prompt should explain how to solve the task.

“Chain-of-Thought Prompting Elicits Reasoning in Large Language Models.” NeurIPS 2022.
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prompt.
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Improving In-Context Learning

Multi-Step Reasoning with Zero-Shot Chain-of-Thought

Main idea: We don’t need any exemplars! Just append the string “Let’s think step by step.” to the end of the 

prompt.

Advantages over chain-of-thought (CoT) method:

● The single fixed instruction “Let’s think step by step” works over a large variety of different tasks. 

● Few-shot CoT performance degrades when there is misalignment between the example question types in 

the prompt and the actual task question.

Large Language Models are Zero-Shot Reasoners.” NeurIPS 2022.



Improving In-Context Learning

Multi-Step Reasoning with Zero-Shot Chain-of-Thought

Large Language Models are Zero-Shot Reasoners.” NeurIPS 2022.
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As new generations of LLMs become increasingly instruction-tuned, the need for painstaking prompt engineering 

has decreased but not gone away entirely.



Improving In-Context Learning

Better Trained Models

As new generations of LLMs become increasingly instruction-tuned, the need for painstaking prompt engineering 

has decreased but not gone away entirely.

Even today’s “pre-trained” models have often been exposed to non-negligible amounts of instruction-following 

data.
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Dividing Tasks into Minimal United

For complex generation tasks, many iterative calls to an LLM will generally work better (and be easier to evaluate) 

than one single prompt asking the LLM to do all parts of the task at once.



Improving In-Context Learning

Dividing Tasks into Minimal United

For complex generation tasks, many iterative calls to an LLM will generally work better (and be easier to evaluate) 

than one single prompt asking the LLM to do all parts of the task at once.

Example: Generating short stories

You could ask an LLM to generate an entire story at once.

Or you could ask it to:

1. generate a synopsis 

2. given the synopsis, generate a character list and a sequence of events

3. given all of the above, generate the actual story text.

Breaking the task into parts reduces the complexity of each individual call to the model and also allows more 

human intervention.



Overall takeaway:
In-context learning can work in 

unintuitive ways.



MMLU: A Case Study

Measuring Massive Multitask Language Understanding

“Measuring Massive Multitask Language Understanding.” ICLR 2021. 



In-class Activity

Your goal is to evaluate a pre-trained LLM’s ability to complete questions in the MMLU validation set 
using a few-shot learning approach.

How would you design this experiment? What decisions do you need to make?

Take 5 minutes to discuss amongst yourselves.

What are some decisions you need to make?



What are some decisions you need to make?

1. What template should the multiple choice be placed in?

2. How many exemplars to use?

3. Should there be any additional instructions?

4. Should we include the genre in the instruction (math, economics, history, etc.)?

5. Should the exemplars be of the same genre as the target question?

6. What positions in each multiple-choice exemplar should the correct answer go in?

7. Should the same prompt be used for ever single example in the validation set, or should the exemplars be 

randomized?

8. When assessing if the LM is answering correctly, do you look at the likelihood of the letter {A, B, C, D} or of 

the text of the correct answer? Or do you actually do generation and check if generated text matches true 

answer?

Your goal: evaluate few-shot learning ability on the MMLU validation set.



How to evaluate MMLU performance?

Why was HuggingFace getting very different accuracy numbers than Meta when evaluating LLaMA?

“What's going on with the Open LLM Leaderboard?” HuggingFace blog post. 2023. https://huggingface.co/blog/open-llm-leaderboard-mmlu



How to evaluate MMLU performance?

Issue 1: Different implementations use different prompt templates.

“What's going on with the Open LLM Leaderboard?” HuggingFace blog post. 2023. https://huggingface.co/blog/open-llm-leaderboard-mmlu



How to evaluate MMLU performance?

Issue 2: Different ways of assessing correctness.
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How to evaluate MMLU performance?

“What's going on with the Open LLM Leaderboard?” HuggingFace blog post. 2023. https://huggingface.co/blog/open-llm-leaderboard-mmlu



Moral of this Case Study

When seeing any evaluation comparing different LLM systems (or doing such an evaluation yourself), you should 

approach all eval numbers with some amount of skepticism until you’ve made sure to carefully understand all 

the details that went into acquiring said numbers.



How to evaluate MMLU performance?

Take a look at this screenshot from the Gemini release blog post. Do you notice any issues?

“Introducing Gemini: our largest and most capable AI model.” Google blog post. 2023.
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Issue 3: number of exemplars
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A Note on Chatbot Language 
Models



Multi-Task Training has Morphed into Instruction Tuning

“Multitask Prompted Training Enables Zero-Shot Task Generalization.” 2021. https://arxiv.org/abs/2110.08207

Chatbots Multi-task learning

Modern instruction-
tuned models



Concurrent research directions circa ~2020-2022

● Take pre-trained language models and make them capable of solving outstanding tasks in NLP.
○ Machine translation

○ Summarization
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○ Sentiment analysis
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Concurrent research directions circa ~2020-2022

● Take pre-trained neural language models and make them capable of solving outstanding tasks in NLP.
○ Machine translation

○ Summarization

○ Question answering

○ Sentiment analysis

○ etc.

● Take pre-trained neural language models and make them act as chatbots (aka dialog agents).
○ Models should be capable of chitchat with a user.

○ Prominent example: LaMDA



LaMDA

● LaMDA was one of the first examples of alignment (from before “alignment” was a widely used term).

● Goal: create a chatbot which said sensible (but still interesting) things, and attempted to be factual, and 

followed safety guidelines.

● Pre-training procedure:

○ Decoder only language model trained for next token prediction

○ Trained on 2.97B documents and1.12B dialogs (acquired by scraping websites with conversational exchanges).

“LaMDA: Language Models for Dialog Applications.” Thoppilan et al. 2022.



LaMDA: Language Models for Dialog Applications

● Finetuning procedure:

1. Collected several thousand dialogs by asking crowdworkers to interact with a LaMDA instance for several turns. 

Crowdworkers could talk about any topic.

2. Asked a different set of crowdworkers were asked to rate the conversations on 4 metrics: whether they were sensible, 

specific, interesting, and safe

3. Built discriminators by fine-tuning pre-trained LaMDA to predict the ratings of the generated candidate responses

4. Used the discriminator models to label 2.5M utterances sampled from the pre-training set

5. Fine-tuned pre-trained LaMDA on the 800K utterances which the discriminator labeled as sensible, specific, interesting 

and safe

6. Further finetuned on 4k conversations modified by crowdworkers to include facts sourced from a web search. This 

fine-tuning enabled the model to make search queries at inference time.

“LaMDA: Language Models for Dialog Applications.” Thoppilan et al. 2022.
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LaMDA: Language Models for Dialog Applications

“LaMDA: Language Models for Dialog Applications.” Thoppilan et al. 2022.
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Both have a similar goal:

Produce a single trained language model that can handle a wide variety of tasks.



Why did chatbots and multi-task learning merge?

Both have a similar goal:

Produce a single trained language model that can handle a wide variety of tasks.

Ideally these goals should be expressible in natural language. At this point, you basically have a chatbot (input a 

natural language instruction, output a language response).



What does alignment mean with respect to language models?

● The goals we have for a language model:
○ Conversational
○ Helpful
○ Harmless
○ Instruction-following
○ Applies reasoning

● The methods we use to achieve these goals:
○ Supervised finetuning 
○ RLHF



A note

I intended to talk more today about surprising behaviours around instruction-tuned and aligned systems, 

notably, how they can be broken by adversaries.

We didn’t have enough time to cover this, so it’ll get moved to a future lecture.


